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Abstract

The growth of Electronic Theses and Dissertations (ETDs) in academic repositories requires

comprehensive and robust schemas for compliance with the FAIR (Findability, Accessibility,

Interoperability, and Reusability) principles. Dublin Core and ETD-MS v1.1 were established as the

metadata standards for general scholarly documents and ETDs. We identified several gaps between the

existing schemas and the need to represent ETDs comprehensively toward a better digital service. The

content-level data, including objects comprising ETDs, become increasingly crucial to facilitate the

development of machine learning models to mine scientific knowledge from ETDs, and scholarly big data

services in general. By organizing content-level data into a new schema, this paper addresses the critical

need for enhancing the expressiveness and depth of metadata for ETDs. The schema proposed includes a

Core Component building on the existing ETD-MS v1.1 schema, and an Extended Component that

captures objects, their provenance, and user interactions for ETDs. The schema covers 28 entities with a

total of 160 metadata fields. To demonstrate applicability, we implemented the schema using MySQL and

populated it with data derived from 1,000 ETDs collected from U.S. university libraries. This work

provides a comprehensive and flexible approach that addresses the limitations of existing standards by

enabling the description of content-level data, laying the groundwork for integrating advanced AI

techniques into academic repositories.

Keywords: ETD, metadata, schema, FAIR

Introduction

Digital repositories dedicated to Electronic Theses and Dissertations (ETDs) have experienced

tremendous growth (Uddin et al. 2021), creating a vast and valuable resource for researchers. To

maximize the impact of this resource and provide more and better services, it is essential to adhere to

the FAIR (Findable, Accessible, Interoperable, and Reusable) principles. Existing ETD metadata schemas,

including Dublin Core (DC) and ETD-MS v1.1 (Hickey et al., 2021), have been used in building digital
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repositories, search engines, and application programming interfaces (APIs). For example, DC and

ETD-MS v1.1 are both used to build Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH)

(Lagoze et al., 2003) APIs for institutional repositories, which are capable of supporting multiple

metadata formats, including both the mandatory DC and specialized ETD Metadata Object Description

Schema (MODS) (Gartner, 2003). These OAI-PMH APIs allow repositories to meet both general

interoperability requirements and specific informational needs. However, existing ETD schemas are

insufficient to fulfill all aspects of the FAIR principles because of three major gaps. The first is that

existing ETD schemas do not provide complete and detailed representations of ETDs. For example, the

“dc.rights” element in ETD-MS v1.1 (Hickey et al., 2021) only allows three values regarding accessibility

but does not support the rich semantics of rights information. Another example is that ETD-MS v1.1

contains “dc.format” that describes standard MIME types available, which assumes an ETD has a single

format. Certain ETDs include multiple files with various MIME types. The second gap is that existing ETD

schemas lack metadata elements that describe parts of an ETD, such as chapters, figures, and tables. In

the following sections, we will call them objects because they each have attributes. The third gap is the

lack of metadata elements that have been added from sources other than those responsible for handling

the ETD submission. Such sources might be human (e.g., authors, advisors, library catalogers, or

ProQuest catalogers). All such metadata should be accompanied by provenance information that

explains how the metadata arose. For example, if we generate a chapter summary, the metadata needs

to point to the process or model and other details that led to such a summary, e.g., Ingram et al., (2024).

This paper proposes an extended metadata standard to overcome these gaps and enhance the

findability and reusability of ETDs. The new schema will extend the existing metadata standard by

incorporating new metadata elements to provide complete and detailed descriptions of the ETD

document, the objects comprising it, their provenance, and relationships between ETDs and between

objects to enhance the findability and reusability of ETD at document and content levels. In this work,
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we introduce the concept of “content-level metadata,” which refers to metadata that describes the parts

of an ETD, including various types of objects, their attributes and provenance, and relationships between

objects. Due to space constraints, figures and tables are accessible online by URL identifiers in footnotes.

Related Work

Metadata is essential to the structure and functionality of digital library systems, particularly for

ETDs. Managing ETD metadata presents ongoing challenges due to advances in technology and diverse

practices. Effective metadata management is essential to comply with the FAIR principles, as

demonstrated by Santos et al. (2023) with the FAIR Data Point system.

The DC standard is widely recognized for its simplicity and role in ensuring basic interoperability

across digital collections. Comprising 15 elements, the Simple DC provides a foundational framework for

metadata management. Its core principles—simplicity, standardization, and interoperability—make it

suitable for broad application. However, DC's general-purpose nature limits its capability to address the

specific and detailed needs of different digital resources (Park et al., 2015). To overcome these

limitations, certain repositories extended the Simple DC through qualifiers, adapting it to represent

metadata covering scholarly communication, department affiliations, and grant details. For instance, Ho

et al. (2019) developed guidelines to ensure comprehensive and consistent metadata in their repository

by aligning it with both DC and MODS schemas. This approach balances the simplicity of DC with the

depth of MODS, by specifying mandatory, recommended, and optional metadata elements.

ETD-MS v1.1, which includes 22 metadata elements, was designed to meet the unique needs of

ETDs. This schema extends the DC to provide detailed descriptions specific to ETDs. Significant efforts

have been made to update and enhance ETD metadata in institutional repositories. To ensure consistent

and compatible metadata, the Texas Digital Library (TDL) developed a standardized ETD MODS schema,

which was subsequently simplified into DC format for compatibility with DSpace (Potvin et al., 2015).

Thompson et al. (2019) focused on improving ETD metadata in the University of Houston Libraries'
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repositories to align with the TDL Descriptive Metadata Guidelines for ETDs, Version 2.0. Repositories

using the OAI-PMH protocol can support various metadata standards, including both the Simple DC and

specialized formats such as TDL's ETD MODS. This approach allows repositories to meet general

interoperability requirements while accommodating specific informational needs. The OAI-PMH

specification mandates that repositories provide records in the Simple DC format to ensure basic

interoperability. In contrast, the TDL's ETD schema offers a more detailed metadata format designed for

comprehensive ETD descriptions, including the fields for Author, Thesis Advisor, and Committee Member

information, as well as unique elements such as Author Identifier (e.g., ORCID) and Embargo. However,

all existing ETD metadata standards fall short in representing content-level metadata and or do not

provide a comprehensive description of ETDs, such as missing detailed rights information.

The Open Annotation Core (OAC) Data Model was an early effort to incorporate content,

associations between related resources, and provenance for web annotations (Hunter et al., 2010). Open

Annotations can easily be shared between platforms with sufficient richness of expression to satisfy

complex requirements. Although the full model supports additional functionality, such as enabling

semantic annotations and embedding content, the OAC data model was designed for web resources in

general. A concrete schema for ETDs still needs to be developed.

ETD content, including objects comprising a hierarchical structure, contains rich information

about domain knowledge, scientific findings, technical details, and author profile. Recent efforts have

been made to mine the content of ETDs using state-of-the-art natural language processing and computer

vision tools. For example, Choudhury et al. (2024) introduced multimodal models for classifying ETD

pages. Kahu et al. (2021) proposed YOLO-based methods for detecting and extracting figures and tables.

Topic modeling, using methods such as Latent Dirichlet Allocation (LDA), was used to identify core

themes of ETDs (Lamba et al., 2019; Aboelnaga et al., 2024). Sequence-to-sequence models and

Pointer-Generator networks were employed to generate ETD summaries (Ingram et al., 2019; Ahuja et
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al., 2018). Large Language Models (LLMs) and fine-tuned pre-trained models were used to generate

chapter-level classification labels and summaries (Bipasha, 2024). Concept maps were used to visualize

ETD content (Richardson et al., 2008). Object detection techniques, such as ETD-OD (Ahuja et al., 2022),

identify and categorize non-textual elements in ETDs. Automatic classification techniques were also

applied to chapters (Banerjee, 2024). ETD objects need metadata to describe their attributes and

provenance, which will be addressed by our proposed schema.

Methodology

Our proposed metadata standard, called ETD-MS v2.0 contains a Core Component and an Extended

Component. The Core Component aims to address the need for a comprehensive and detailed

description of document-level data of ETDs by introducing new entities and attributes. The Extended

Component was aimed at addressing the needs of describing complex ETD content.

Core Component Development

We followed a top-down approach for the Core Component development. We analyzed 500 ETDs

sampled from a collection of over 500,000 ETDs downloaded from 114 U.S. university libraries (Uddin et

al., 2021). The 500 ETDs cover 350 STEM and 150 non-STEM majors, including 469 doctoral, 27 master’s,

and 5 bachelor’s degrees, and were published between 1945 and 1990. Each ETD was accompanied by

an XML file containing metadata obtained from the OAI-PMH API or by scraping the HTML landing page.

We applied three types of modification to build the Core Component. First, we started with high-level

attributes of ETDs in ETD-MS v1.1 and converted certain attributes into entities if they could be

described by the second-level attributes. For example, we converted the dc.rights into an entity called

“Rights”, which included attributes describing the full text of the copyright statement, the rights type,

and the date when the rights was applied. Second, we supplemented attributes or entities that were not

covered by ETD-MS v1.1. For example, ETD-MS v1.1 did not include elements to describe references, so

we added the “References” entity describing a reference cited by an ETD. The attributes of “References”
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include reference_text, author, title, year, and venue. Finally, we observed that certain attributes in

ETD-MS v1.1 are only applicable for special ETDS, so we created a new entity that provides a generalized

description that is applicable to all ETDs we inspected. For example, the ETD-MS v1.1 contains

“dc.format”, which assumes an ETD has a single format. However, certain ETDs were published in

multiple PDFs and multimedia files. We thus designed the “ETD_File” entity with attributes including the

file description, generation method (scanned or born-digital), checksum, and MIME types.

Core Component Description

The Core Component consists of 10 entities with 73 metadata fields. The “ETDs” entity includes

key metadata describing an ETD such as a unique identifier, title, author, committee chair, year of

publication, and abstract. The other entities can be classified into two categories.

Category C.1: describing the ETD document itself, including “Rights”, “ETD_file”, “Subjects”,

“ETD_classes”, and “ETD_topics”.

Category C.2: describing the ETD’s relationship with other documents, such as “References”,

“ETD-ETD_neighbors”, “Collections”, and “Collection_topics”. For example, if a collection consisting of

2,000 scanned ETDs was built for a text summarization project. The “Collections” entity will contain the

collection name, a text description, and a list of ETD IDs belonging to this collection. “Collection_topics”

represents topics identified for each collection. For example, a collection of scanned ETDs may have

topics “Neural Networks” and “LLM,” which are then stored in “Collection_topics” and linked to

individual ETDs in “ETD_topics.” If this collection is classified as “Computer Science” according to

ProQuest, the “Computer Science” class should be recorded in the “ETD_classes” entity.

Table 11 provides the details of the Core Component. Compared with ETD-MS v1.1 and DC, the

hierarchical structure of the Core Component provides a deeper description of ETDs with attributed

entities instead of flat attributes.

1 https://github.com/lamps-lab/ETDMiner/blob/master/ETD-MS-v2.0/ETD-MS-v2.0-Schema.pdf
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Extended Component Development

The Extended Component was developed using a bootstrap approach. The development started

with identifying the objects (e.g., chapters, figures, tables) and their attributes, such as text,

object_classes, and object summaries. Then we added entities to describe object provenance. For

example, the “Classifications” entity represents a classification system (e.g., ProQuest Subject

Categories) that provides a list of subject categories to categorize ETDs and their objects. The

“Classification_entries” entity represents specific subject categories, such as “Library Science” and “Web

Studies”, and the “Classifiers” entity represents models to classify an ETD or its objects relative to a

Classification. Next, we added an entity called object-object_neighbors to describe the object-object

relations. Finally, we added several entities to describe user interactions with ETDs, such as “Users”,

“User_classes”, and “User-user_neighbors.”

Extended Component Description

The Extended Component includes interconnected entities that represent objects within ETDs,

their provenance, relations, and user interactions. The Extended Component comprises 18 entities, with

a total of 87 attributes. The four categories are shown below.

Category E.1: describing objects including “Object,” “Text,” “Object_classes,”

“Object_summaries,” “Object metadata,” and “Object_topics.” The “Objects” entity represents objects

detected (e.g., figures and tables) or generated (e.g., summaries) from ETDs, while “Object_classes”

represents a list of classes describing the text objects of an ETD. For example, a table in an ETD that

displays statistics of employee satisfaction surveys is categorized as “Statistics.” This category is recorded

in the “Object_classes” entity for the corresponding “table” object. “Object_summaries” represents

summaries of objects, and “Object_topics” represents topics associated with text objects.

“Object-object_neighbors” represents similar objects within an ETD.
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Category E.2: describing provenance including “Classifications,” “Classification_entries,”

“Classifiers”, “Topic_models,” and “Summarizers.” Note that these provenance entities can be used for

objects in the Extended Component and ETDs in the Core Component. For example, the “ETD_classes”

entity represents the assignment of subject categories from an instance in the “Classifications” entity. In

addition, the “Topic_models” is an entity that represents details about topic modelings, and

“Summarizers” is an entity that represents details about various summarization models.

Category E.3: describing user interactions including “Users,” “User_classes,” “User_queries,”

“User_queries_clicks,” “User_topics,” and “User-user_neighbors.” “User_classes” represents a user’s

subject category such as “Information Science.” “User_queries” represents queries made by individual

users in a search engine, and “User_topics” represents topics of interest to a user.

Table 21 provides a detailed overview of the Extended Component. Figure 12 illustrates the

entities and their relations in the Core and Extended Components.

Implementation

Proof of Concept Database Implementation

We implemented the proposed schema using a MySQL database to demonstrate its applicability.

The process involved extracting document-level and content-level data and metadata from a subset of

1,000 ETDs selected from our collection of over 500,000 ETDs, with no overlaps with the 500 ETDs used

for developing the schema. The 1,000 ETDs were selected from Year 2005 to 2019, sourced from 50

distinct U.S. universities. The database consists of 28 tables each mapping to an entity in the schema.

From the raw data collected by parsing XML files obtained from OAI-PMH or HTML files crawled from

university library sitemaps, we extracted 17 metadata fields, such as title, year, author, and advisor. The

HTML files provide additional metadata such as copyright details. We inserted NULL values when the

metadata was unavailable. To derive data using AI-based methods, we employed several state-of-the-art

2 https://github.com/lamps-lab/ETDMiner/blob/master/ETD-MS-v2.0/ERD.png
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models. Specifically, the text of born-digital ETDs was extracted using PyMuPDF3. Pytesseract, a wrapper

for Google’s Tesseract-OCR engine (Google, 2006), was used to extract text from scanned ETDs. We

developed a specialized prompt4 to classify ETDs into ProQuest subject categories (ProQuest, 2023) using

GPT-3.5. The prompt defines the role of the AI assistant for this task and provides detailed instructions

for analysis and output formatting. The classification leverages the first 19,900 tokens of an ETD as input

and assigns a ProQuest subject category to an input. We used the Fine-Tuned T5 Small (Raffel et al.,

2020) and Pegasus (Zhang et al., 2020) for text summarization, which were stored in the “Summarizers”

and “Object_summaries” tables. For tables such as “Object_topics”, “Topic_models”, “Objects”, and

“Object-object_neighbors”, we used LDA, LDA2Vec, and BERT (Devlin et al., 2018) to extract topics. We

used Convolutional Neural Networks and YOLOv7 (Wang et al., 2023) to extract figures and tables. We

populated user-related tables such as “User_classes”, “User_queries”, “user-User_neighbors”, “Users”,

and “User_queries_clicks” with dummy data. Automatically populating the database with 1,000 ETD

entries took about 11 minutes on a virtual machine with 32 CPUs, 125 Gigabytes of memory, and Hard

Disk Drives, indicating reasonable scalability. Most metadata fields successfully map to our new schema,

with exceptions discussed in the next section.

Mapping Between Simplified Dublin Core, ETD-MS v1.1, and the Core Component of ETD-MS v2.0

The new schema enhances FAIR principles by improving ETD data findability through content-level

metadata in digital library search engines, and reusability through collection subsets used for individual

projects. Interoperability is reduced due to the introduction of new fields. To mitigate this issue, we map

fields in the new schema to equivalent fields in the existing metadata schema.

Our proposed schema is compatible with the Dublin Core and ETD-MS v1.1. Table 35 shows the mapping

across the three schemas. The mapping was performed by aligning fields with the closest

5 https://github.com/lamps-lab/ETDMiner/blob/master/ETD-MS-v2.0/Mapping-ETD-MSV2.2.pdf

4 https://github.com/lamps-lab/ETDMiner/blob/master/ETD-MS-v2.0/ETD_classification_prompt.py

3 https://pymupdf.readthedocs.io/en/latest/

https://github.com/lamps-lab/ETDMiner/blob/master/ETD-MS-v2.0/Mapping-ETD-MSV2.2.pdf
https://github.com/lamps-lab/ETDMiner/blob/master/ETD-MS-v2.0/ETD_classification_prompt.py
https://pymupdf.readthedocs.io/en/latest/
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interpretations. For example, the “dc.rights” field from Dublin Core and ETD-MS v1.1 is mapped to

"ETDs.owner_and_statement" in ETD-MS v2.0. In certain cases, we could only map an entity/attribute in

ETD-MS v2.0 to ETD-MS v1.1 or DC. For example, “ETDs.discipline” in ETD-MS v2.0 maps to

“thesis.degree.discipline” in ETD-MS v1.1 but does not map to any field in DC. The

“ETDs.References.reference_text” in ETD-MS v2.0 maps to “dc.relation” in DC but does not map to

entity/attribute in ETD-MS v1.1.

Discussion and Conclusion

One limitation of the proposed schema is that it was developed based on a corpus of 500 ETDs

which may not fully capture the metadata of ETDs beyond the scope of selection. When implementing

the schema using an independently selected ETD sample, we found additional fields that were not

incorporated into our schema. For example, certain ETDs included metadata fields specifying different

dates when the ETD was officially added to the repository and when it became accessible. Our schema

includes only a single “year” field to represent the year of publication. In addition, a fraction of ETDs

contains a “Peer-reviewed” field, indicating whether the document has undergone peer review, which

was not included in our schema. In the future, we will refine the schema by incorporating more fields to

make it more comprehensive. We will also collect feedback from ETD users.

In summary, the expansion of ETDs in academic repositories necessitates a more comprehensive

and fine-granular metadata standard to comply with FAIR principles. Our proposed schema extended

existing standards by providing a more complete, detailed description, and integrating content-level

metadata. This ETD schema addresses critical gaps between existing ETD metadata and the growing need

to mine and study knowledge embedded in ETD content for various downstream tasks.
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